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Let $A=D-A_{L}-A_{U} . M=D$ or $M=D-\omega A_{L}$. Then, we study conditions for $\rho\left(M^{-1} N\right)<1$.
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## Ortega-Plemmons Theorems

If $A$ and $M^{*} A^{-*} A+N$ satisfy the condition
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M.P. Hanna, Generalized overrelexation and Gauss-Seidel convergence on Hibert Space, Proceedings of the American Math. Society, 35(1972)524-530.
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Let $A$ be a singular matrix with $A=M-N$ and $H=M^{-1} N$. Assume that $M: R\left(A^{*}\right) \rightarrow R(A)$. Then, if $M^{*} A+A^{*} N$ is positive definite on $E^{\prime}(H), H$ is semi-convergent. Conversely, if $H$ is semi-convergent, then $M^{*} A+A^{*} N$ is positive definite on $E^{\prime}(H)$ or $x^{*} A^{*} A x=x^{*}\left(M^{*} A+A^{*} N\right) x=0$ for all $x \in N(A)$, where
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## Constrained Problem

$$
\begin{aligned}
& \qquad \min _{x \in S} f(x) \\
& \text { s.t. } g(x) \leq 0
\end{aligned}
$$

where $f(x)$ is career suffering function, $S$ is the set of experienced researchers in Optimization and Numerical Linear Algebra area, and $g(x)$ is difficulty constrained functions or other types of constrained functions.

## Difficulties

## Fresh Professor $\Rightarrow$ Junior Researcher

- Topics Choice
- Evaluation
- Funding Hunting
- Facilities
- Political Conditions
- Academic Atmosphere

$$
\begin{aligned}
& \qquad \min _{x \in S} f(x) \\
& \text { s.t. } g(x) \leq 0
\end{aligned}
$$

where $f(x)$ is career suffering function, $S=\{$ Cesar Camacho, Raymond Chan, Gene Golub, Clovis Gonzaga, Apostolo, Hadjidimos, Carlos Humes, Alfredo lusem, Nelson Maculan, José Mario Martínez, Jacob Palis, Alvaro de Pierro, Robert Plemmons, Robert Russel, ...\}
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## You are not the first one

One of my paper was rejected by chief-editor after almost 3 years even two referees recommended to accept the paper.

Bob teaches me to face difficult situation with good attitude.

Now I define my constrained functions:

- $g_{1}$ is minimal distance function with the center in Curitiba
- $g_{2}$ is the spirit support in all time.
- $g_{3}$ is co-authorship.
- $g_{4}$ is the speed of email answer.
- $g_{5}$ is the kindest hospitality for my visiting.
- $g_{6}$ is to help me to improve my English and paper quality.
- $g_{7}$ whenever possible to visit me in Brazil.

Solution is

## Yuan Jin Yun

## Robert Plemmons



Bob gives me support and help all time on my career in all aspects.

## Happy Birthday, Bob !!!

## Conference News in Brazil

X Brazilian Workshop on Continuous Optimization Celebrating Clovis Gonzaga's 70th birthday Florianópolis, Santa Catarina, Brazil , March 17-21, 2014 http://www.impa.br/opencms/pt/eventos/store/evento1404

ICM will be at Rio de Janeiro in 2018. I was asked to organize one satellite conference at Foz do Iguaçu.

